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Oil yield prediction for sunflower 
hybrid selection using different 
machine learning algorithms
Sandra Cvejić  1*, Olivera Hrnjaković  2, Milan Jocković  1, Aleksandar Kupusinac  2, 
Ksenija Doroslovački 2, Sonja Gvozdenac  1, Siniša Jocić  1 & Dragana Miladinović  1

Due to the increased demand for sunflower production, its breeding assignment is the intensification 
of the development of highly productive oil seed hybrids to satisfy the edible oil industry. Sunflower 
Oil Yield Prediction (SOYP) can help breeders to identify desirable new hybrids with high oil yield and 
their characteristics using machine learning (ML) algorithms. In this study, we developed ML models 
to predict oil yield using two sets of features. Moreover, we evaluated the most relevant features for 
accurate SOYP. ML algorithms that were used and compared were Artificial Neural Network (ANN), 
Support Vector Regression, K-Nearest Neighbour, and Random Forest Regressor (RFR). The dataset 
consisted of samples for 1250 hybrids of which 70% were randomly selected and were used to train 
the model and 30% were used to test the model and assess its performance. Employing MAE, MSE, 
RMSE and R2 evaluation metrics, RFR consistently outperformed in all datasets, achieving a peak 
of 0.92 for R2 in 2019. In contrast, ANN recorded the lowest MAE, reaching 65 in 2018 The paper 
revealed that in addition to seed yield, the following characteristics of hybrids were important for 
SOYP: resistance to broomrape (Or) and downy mildew (Pl) and maturity. It was also disclosed that 
the locality feature could be used for the estimation of sunflower oil yield but it is highly dependable 
on weather conditions that affect the oil content and seed yield. Up to our knowledge, this is the first 
study in which ML was used for sunflower oil yield prediction. The obtained results indicate that ML 
has great potential for application in oil yield prediction, but also selection of parental lines for hybrid 
production, RFR algorithm was found to be the most effective and along with locality feature is going 
to be further evaluated as an alternative method for genotypic selection.

Sunflower (Helianthus annuus L.) is an important oil crop, occupying more than 28 million hectares worldwide1. 
The overall world market trend of increasing sunflower production from year to year, and in the 2021/2022 season 
it is expects overall world production to grow by around 16%2. Sunflower has been recognized as a significant 
source of high-quality edible oil for human consumption3. Consumption of edible vegetable oils on a global 
scale has steadily increased from 87.8 million tons in the year 2000 to 186.5 million tons in 20164. Therefore, the 
sunflower breeding assignment is intensifying the development of highly productive oil seed hybrids to satisfy 
the demand for the oil edible industry. Generally, hybrids are created by making crosses of two parental lines. 
Whether these crosses produce better hybrids (e.g., with higher seed and oil yields and better adaptability to 
regional soil and weather conditions) depends on the combining ability performance5. Newly developed hybrids 
need to be tested in different environments. The adaptation of the sunflower to different climatic and soil condi-
tions has enhanced its cultivation as an oilseed crop worldwide6.

Global climate change is challenging for sunflower breeders due to the time development of hybrids and it 
can take 10–15 years. Therefore, breeders must develop hybrids for certain and uncertain environmental changes 
from one decade into the future based on field trials conducted in the current weather conditions7. Selection 
decisions for yield traits with significant genotype-environment interactions (GEI) can be partially controlled 
using a stress-controlled environment and adequate environmental characterization. Accurate yield prediction 
helps breeders manage decisions and support plant strategies and breeding programs for different purposes. Yield 
predictions have been generated by statistical and mathematical models, which generally have complementary 
strengths and limitations.

One of the most significant objectives in precision agriculture is to improve crop yield production and quality 
while minimizing expenses. Early sunflower oil yield estimation can help the selection process by shortening the 
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breeding plans as a quantitative trait sunflower oil yield depends on various features such as hybrid characteris-
tics, weather, soil properties and other features. The need to discover these inputs has led to increased adoption 
of remote and proximal sensing technologies8 in precision agriculture9. Recently, a few of scientific literature has 
emerged, focusing on utilizing ML algorithms to predict the performance of sunflower crops. Predominantly, 
the application of machine learning models was focused on the prediction of yield outcomes10,11, as well as the 
prediction of traits encompassing disease identification and resistance12,13, seed quality assessments14,15, thereby 
facilitating the selection of superior sunflower hybrids. Furthermore, machine learning models were also used to 
analyze images and remote sensing of sunflower plants for various traits16–18. Most of the mentioned work used 
metadata to build prediction models based on various parameters such as weather conditions, soil properties, 
and management practices to predict yield or detect and diagnose diseases in sunflower plants based on visual 
symptoms or sensor data, aiding in timely disease management. In contrast to these research efforts, the novelty 
of our research is using of empirical data for predicting oil yield, involving the characteristic and measured data 
of experimental sunflower hybrids aiming to select superior sunflower hybrids resilient to different climate 
conditions.

The application of any particular modelling approach depends on the goal of prediction and relevant con-
straints. We aimed to use a two-year dataset for Sunflower Oil Yield Prediction (SOYP) of potential new hybrids, 
which would benefit sunflower breeders in identifying desirable new hybrids with high oil yield.

The main goals of this paper are as follows:

•	 To evaluate the possibility of using ML for prediction sunflower oil yield and selection of parental lines in 
hybrid production based on datasets containing newly developed sunflower hybrids tested in trials in 2018 
and 2019.

•	 To investigate and compare ML models’ performances and select the most effective one.
•	 To determine the essential features affecting oil yield prediction to fasten the breeding process and increase 

accuracy in selecting the most desirable sunflower hybrids.

Results and discussion
Models’ performance
Models for sunflower oil yield prediction were implemented with RFR, KNN, ANN and SVR algorithms using 
features from two data subsets for the 2018 and 2019 year. (Tables 1 and 2). For almost all model evaluation 
criteria the RFR algorithm achieved the best results for both years as shown in Figs. 1 and 2. ANN yielded best 
results only for MAE in 2018. Moreover, ANN yielded second best results for the first data subset and KNN 
algorithm produced the second-best results for the second data subset.

Table 1.   Results for the first data subset. Significant values are in bold.

Year Algorithm

Training errors Test errors

MAE MSE RMSE R2 MAE MSE RMSE R2

2018

Support vector regression 144 36,486 191 0.11 138 33,140 182 0.11

Random forest regression 25 1253 35 0.96 69 8295 91 0.78

K-nearest neighbours 69 10,333 101 0.75 70 9491 97 0.75

Neural network 70 10,353 101 0.75 65 8826 93 0.76

2019

Support vector regression 167 45,201 212 0.06 176 47,096 217 0.07

Random forest regression 36 2272 47 0.95 95 14,606 120 0.71

K-nearest neighbours 110 18,574 136 0.61 117 20,466 143 0.6

Neural network 117 20,466 143 0.60 112 19,137 138 0.62

Table 2.   Results for the second data subset. Significant values are in bold.

Year Algorithm

Training errors Test errors

MAE MSE RMSE R2 MAE MSE RMSE R2

2018

Support vector regression 113 26,026 161 0.83 112 24,037 155 0.83

Random forest regression 31 2024 44 0.98 81 13,036 114 0.91

K-nearest neighbours 90 15,637 125 0.9 91 15,783 125 0.89

Neural network 99 19,517 139 0.87 98 18,662 136 0.87

2019

Support vector regression 157 42,586 206 0.75 160 43,607 208 0.75

Random forest regression 32 1880 43 0.98 86 12,918 113 0.92

K-nearest neighbours 104 18,255 135 0.89 110 20,392 142 0.88

Neural network 128 25,854 160 0.85 131 26,870 163 0.84
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When comparing the R2 values of prediction algorithms with each feature subsets, the RFR algorithm took 
first place. RFR has a 0.78, KNN has a 0.75, ANN has a 0.76, SVR has a 0.11 for the first data subset in 2018. 
Similar values were obtained for the first data subset in 2019 where RFR, KNN, ANN, and SVR have scores of 
0.71, 0.6, 0.62 and 0.07 respectively. For the second data subset in 2018, RFR, KNN, ANN and SVR all have 0.91, 
0.89, 0.87, and 0.83 respectively. RFR, KNN, ANN, and SVR each have 0.92, 0.88, 0.84, and 0.75 for the second 
data subset in 2019. RFR is a good prediction algorithm based on the overall performance and taking distinct 
feature subsets into account, KNN and ANN provide good accuracy.

Feature importance and statistical analysis
Feature importance assigns a score to input features based on how useful they are at predicting a target variable. 
Feature importance is significant because it provides insight into the data and the model. In our study, we utilized 
the random forest regressor, a tree-based ensemble learning method. Within this algorithm, feature importance 
is derived from the decrease in node impurity, which is averaged over all the decision trees in the forest. More 
specifically, the impurity decrease from each feature is computed as the difference between the impurity of a 
node and the weighted sum of the impurities of its child nodes. When a feature consistently results in nodes with 
high purity (low impurity), it’s deemed important. In other words, features that more frequently split nodes in 
ways that reduce impurity tend to be more relevant for predictions. After training the random forest regressor, 
we retrieve the feature importance via the model’s feature_importance attribute. We then visualize these impor-
tance using a horizontal bar chart, which clearly delineates the relative significance of each feature in our dataset.

Figure 1.   Measured and predicted oil yield values for the first data subset for the RFR in (a) 2018 and (b) 2019.

Figure 2.   Measured and predicted oil yield values for the second data subset for the RFR in (a) 2018 and (b) 
2019.



4

Vol:.(1234567890)

Scientific Reports |        (2023) 13:17611  | https://doi.org/10.1038/s41598-023-44999-3

www.nature.com/scientificreports/

Figures 3 and 4 show the importance of the selected most relevant features. For the first data subset, we chose 
four most important features and for the second we chose two (because of the number of predictor features). We 
used a feature importance property which the model provides after being fit and which can be used to retrieve the 
relative importance scores for each input feature. When it comes to the first subset of data, for both years it was 
determined that the most relevant features were seed yield, Pl, Or, and Maturity. When it comes to the second 
subset of data, in addition to the seed yield, the feature that describes the used hybrid was also important. This 
applies to both years as well.

Statistical analysis can efficiently establish the relationships between various features. One of the main contri-
butions of this work is to establish a relationship between oil yield, environmental conditions, and characteristics 
of hybrids. Figures 5, 6, and 7 show oil yield values in relation to detected important features.

Maturity had a significant contribution to the prediction of sunflower oil yield. As expected, late-maturity 
hybrids had higher oil yield performance than middle and early hybrids. Interestingly, early hybrids in 2018 had 
a more comprehensive range of performance, showing that some early hybrids have a high genetic potential for 
oil yield, suggesting further investigation. Although higher temperatures and less rainfall in 2018, the oil yield 
performance of examining hybrids was higher in 2019. The distribution of rain in 2019 was more favourable for 
sunflower production depending on the sunflower growth phase and water uptake.

Resistance to broomrape (Or) and downy mildew (Pl) are important features in sunflower production. Resist-
ant hybrids had higher oil yield in 2018 while sensitive in 2019. In 2019 hybrid performance of oil yield was more 
elevated, recommending a more significant prediction of oil yield. Incorporating resistance genes into sunflower 

Figure 3.   Important features in RFR for 2018 (a) first data subset and (b) second data subset.

Figure 4.   Important features in RFR for 2019 (a) first data subset and (b) second data subset.

Figure 5.   Oil yield values for maturity feature in (a) 2018 and (b) 2019.
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hybrids, such as Or and Pl, other traits that affect the reduction of seed and oil yields are often introduced19. It 
takes several cycles of crossbreeding to eliminate negative characteristics. The existence of materials in earlier 
cycles still needs to be improved in terms of oil yields.

It is interesting to compare the oil yields at each of the locations. Figure 8 shows box plots with oil yield values 
for four localities. From the figure it is seen that the 2019 oil yield values were averagely higher than in the 2018. 
For the 2018, the oil yield was the highest at the Novi Sad locality, and for the 2019, the oil yield was the highest 
at the Subotica locality. Oil yield values were similar for localities Kikinda and Vršac in 2018 year. On contrary, 
all localities except the locality Subotica in the 2019 have similar oil yield. As previously mentioned, locations 
are geographically close but vary in soil type and microclimate. Based on oil yield results only locality Subotica 
showed stability of examined hybrids indicating best adaptation to sandy soils while rain and temperature had 
less impact. However, sandy soil suffers from a fast water deficit which force sunflower to adapt by building 
deeper root system20.

Based on mathematical and statistical analysis some candidate hybrids were distinguished. Among 1250 
sunflower hybrid combinations tested in two-year trials, certain have been selected for the highest oil yield 
performance. Hybrids were created by crossing mother and father lines and that could affect oil content per-
formance. The mother lines have a unique effect since their entire cytoplasm was inherited21. Therefore, the 
tested hybrids could be classified based on the mother line performance. Tables 3 and 4 show hybrids having the 
highest oil yield. Two mother lines dominated the selected hybrids: the late DF-AB-2 in 2018 and the medium 

Figure 6.   Oil yield values for Or feature in (a) 2018 and (b) 2019.

Figure 7.   Oil yield values for Pl feature in (a) 2018 and (b) 2019.

Figure 8.   Oil yield values for 4 localities in (a) 2018 and (b) 2019.
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HA-26 in 2019. Combinations with the DF-AB-2 mother gave higher oil yields in the year when there were 
more elevated temperatures, considering that hybrids with longer growing seasons tolerate dry intervals more 
easily22. Line HA-26 has been the most dominated line in IFVCNS sunflower breeding program and has various 
isogenic lines23.

The potential of machine learning
Applying machine learning (ML) has opened up new possibilities for creating innovative methods to extract 
more information due to advances in computing power24. Previous similar studies have shown that the ensemble 
algorithms achieved the best results when it comes to performance. In our study, RFR, an ensemble learning 
model, achieved the best result consistent with previous studies. The algorithm showed the best results for the 
data for two years. That demonstrates the trustworthiness of the ensemble approach. In their study, Morales 
and Vilalobos25, also found that RFR algorithm had a better performance than artificial neural networks and 
regularized linear models in yield prediction in sunflower and wheat and was also easier to execute. Amankulova 
et al.17 also found RFR to be very effective for sunflower crop yield prediction using satellite-derived vegetation 
indices and crop phenology.

Increased oil yield is one of the most important parameters in sunflower breeding and production. Hence, 
different methods have been used and models developed for prediction of sunflower oil yield in different cross-
ings, as well as in different environments26–29. In recent years, machine learning started to be used in crop-section 
applications, including yield prediction, disease detection, weed detection, crop quality, and species recognition. 
Up to our knowledge, this is the first time that different ML algorithms were applied to predict sunflower oil yield, 
involving the characteristic and measured data of 1250 hybrids. Furthermore, many studies have applied machine 
learning to predict the yields of different crops using available datasets from published or historical data to build 
and assess crop yield prediction models for different crops and locations. In contrast to them, in this study, the 
empirical data were used to conduct and derive predictive insights for breeding selection.

In this study, in addition to seed yield, the presence of Pl and Or genes and the maturity of hybrids showed 
low but significant importance for SOYP. Generally, resistance to Downey mildew and broomrape has been 
found to have positive effect on sunflower crop yield30. Since those two traits are controlled by a single dominant 
gene, they are easily transferred into progeny and less dependent on environmental conditions and consequently 
good feature for ML prediction models. It was also disclosed that the locality feature could be used to estimate 
sunflower oil yield. Still, it is highly dependable on weather conditions that affect the oil content feature and seed 
yield. The similar results were obtained by Khan et al.31, who used machine learning for the prediction of oil 

Table 3.   Hybrids with the highest oil yield from 2018.

Hybrid Oil yield (kg ha−1) Or Pl Maturity Description

998 2238.06 1 0 Late Hybrid based on DF-AB-2 mother

363 2231.15 1 1 Late Hybrid based on DF-AB-2 mother

773 2230.73 1 1 Middle Check

798 2228.16 1 1 Middle Check

139 2211.46 0 0 Late Hybrid based on DF-AB-2 mother

792 2203.33 1 0 Late Hybrid based on KINA-B-5 mother

162 2183.30 1 0 Late Hybrid based on DF-AB-2 mother

372 2179.68 0 0 Late Hybrid based on DF-AB-2 mother

890 2175.02 0 0 Late Hybrid based on KINA-B-5 mother

760 2172.36 1 0 Middle Hybrid based on IMI-AB-12 mother

Table 4.   Hybrids with the highest oil yield from 2018.

Hybrid Oil yield (kg ha−1) Or Pl Maturity Description

848 2551.85 1 0 Middle Hybrid based on HA-26 mother

116 2480.18 1 0 Middle Hybrid based on HA-26 mother

550 2475.18 1 0 Late Hybrid based on DF-AB-2 mother

114 2469.05 1 0 Middle Hybrid based on HA-26 mother

773 2460.96 1 0 Middle Check

112 2450.10 1 0 Middle Hybrid based on HA-26 mother

350 2424.00 1 0 Late Hybrid based on DF-AB-2 mother

229 2414.04 0 0 Middle Hybrid based on HA-26 mother

325 2403.94 1 0 Late Hybrid based on DF-AB-2 mother

873 2395.66 1 0 Middle Check
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palm yield. This proves that oil and crop yield prediction is still a significant challenge, as it depends on multiple 
factors such as weather and soil conditions, hybrid, and plant phenotype32.

Conclusions
The main purpose of this study was to test which ML technique is best for prediction of sunflower oil yield while 
providing insights into the important hybrid and location characteristics for the prediction. Accurate SOYP can 
greatly optimize the breeding process, making the development of high-yield hybrids more efficient.

For the first data subset using the random forest regression model, the R2 was 0.78 for the dataset from 2018 
and 0.71 for the dataset from 2019. For the second data subset using the same model, the R2 was 0.91 for the 
dataset from 2018 and 0.92 for the dataset from 2019.

This study also aimed at uncovering significant features for SOYP to make it easier to prepare specific hybrids 
concerning the years and location conditions. The paper revealed that in addition to seed yield, the following 
characteristics of hybrids are important for SOYP: resistance to broomrape and downy mildew and maturity. It 
was also disclosed that the locality feature could be used to estimate sunflower oil yield. Still, it depends highly 
on weather conditions affecting the oil content and seed yield.

There are several ideas for further research. One idea would be to plant hybrids with different soil character-
istics in several locations. Another idea would be to add additional hybrid traits like seed traits (thousand seed 
mass, hectolitre mass, seed set, seed diameters etc.) to predict seed yield.

Materials and methods
Plant material and trials
The data were collected in the Pannonian area, where sunflower is the main oil crop. The dataset included records 
from 1250 sunflower hybrids newly developed at the Institute of Field and Vegetable Crops, Novi Sad, Serbia. 
Sunflower hybrids were investigated in 4 different locations (Novi Sad-NS, Subotica-SU, Kikinda-KI, Vršac-VŠ) 
in Serbia in the years 2018 and 2019. These locations were used for new hybrid testing for many years due to 
environmental differences in soil, rainfalls and temperature, thus creating microclimate conditions for sunflower 
growing. Weather data were collected by the Republic Hydrometeorological Institute of Serbia33. The average 
seasonal climatic variability of the four tested locations is shown in Table 5. The average T varied from 13.2 °C 
in April to 24.5 °C in August, indicating that the temperature regime is well within the favourable range for sun-
flower development. The growing season in 2018 was warmer than in 2019, and the springs were warmer while 
the summers were equally warm. The amount of precipitation depended on both the year and the locality. The 
least amount of rain fell in Vršac locality in 2019, and the most in 2018 out of all surveyed localities. In contrast, 
more rain fell in Subotica in 2019 and less in 2018.

The experiments were organized in a randomized complete block design with three replications. Basic plots 
were split in 4 rows with row length of 10 m. Inter-row spacing was 70 cm and intra-row spacing was 25 cm, and 
standard cultivation practices were applied. Seed yield data were recorded for each plot, on plants from middle 
rows to avoid edge effect.

Dataset
The first subset of data was created to focus on hybrids and their characteristics. Due to this, the mean value 
of 3 replications and the mean of all locations for each hybrid were calculated. Seed yield data were recorded 
on middle-row plants to avoid the edge effect. The accurate data for seed yield were obtained by measuring the 
weight of seeds per individual plot through the utilization of the Easy Harvest software, which was interfaced 
with the Harvest Master HM 800 system. This measurement process was conducted within the Wintersteiger 
Delta harvester. Seed yield was presented in a kg ha-1 on an 11% moisture basis. Hybrids have different types of 
use: OIL-oil type hybrids; IMI-hybrids resistant to imidazolinone herbicides; SU-hybrids resistant to tribenuron 
methyl; HO-high-oleic hybrids; CON-confectionery hybrids. Resistance to broomrape-Orobanche cumana (Or) 
and downy mildew caused by Plasmopara halstedii (Pl) was presented by the presence or absence of Or/Pl gene(s) 
in the hybrid. Hybrid maturity implied whether the hybrid was early maturing (up to 105 days of vegetation 
cycle), medium (105–115 days), or late (more than 115 days). The oil content within intact seeds (with a sample 
size of 5 g each) was assessed utilizing the nuclear magnetic resonance (NMR) technique employing the Maran 
Ultra—10 analyser. The results were then quantified as a percentage in relation to the seed’s dry weight. The oil 
yield was calculated from seed yield and oil content presented in kg ha-1 (Table 6).

The second subset of data was created by taking into account all the values of the hybrids at different loca-
tions (without using the mean value). Therefore, the hybrid traits could not be used in the second data subset. 
In this way, the focus was on the characteristics of the locality and its weather conditions presented in Table 5. 
Data from both years were subjected to the aforementioned procedure (Table 7).

Exploratory data analysis
Exploratory Data Analysis (EDA) is an approach to summarize the data by identifying its key features and visual-
ize them with proper representations. EDA gives us a visual and numeral data representation by describing the 
data sets number of rows/columns, missing data, data types, etc. Also, it contains methods to clean corrupted 
data, and handle missing data, invalid data types, and incorrect values34.

There were no missing values in the dataset from 2018, which included 1250 hybrids for 3 replications for 
each of the 4 localities, with a total of 15,000 records. After eliminating missing values, dataset from 2019 con-
sisted of 14,699 records.
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The target feature for both data subsets is the sunflower oil yield. For the first data subset, it is the oil yield for 
each hybrid (mean value from all 4 locations), and for the second data subset, it is the oil yield for each hybrid 
at each location. The distribution of the target feature is shown in Figs. 9 and 10.

Pearson correlation coefficients (PCCs) between every two variables are shown in Fig. 11. Correlations were 
calculated only for the first data subset because the second contained only categorical features. Both figures show 
a high correlation between the oil yield and the seed yield, which is expected. Oil yield was calculated based 
on seed yield and oil content. One of the goals of this work was to examine if hybrid characteristics or location 
characteristics can compensate for the lack of oil content data and thus predict it. Figure 11 shows that correla-
tions between features are similar for both years. Since there are no features that are highly correlated with each 
other, we did not exclude any features from the initial data set.

Algorithm description
Support vector regression
Support Vector Machine is a classification algorithm which tries to find a line or a hyperplane that divides classes. 
It classifies data points depending on whether it lies on the positive or negative side of the hyperplane. Support 

Table 6.   Description of the first data subset.

Feature Feature type Levels Details

Seed yield (kg ha−1) Predictor 3 Low, medium, high

Hybrid type Predictor 5 OIL, IMI, SU, HO, CON

Resistance to broomrape Predictor 2 No Or genes, with Or gene(s)

Resistance to downy mildew Predictor 2 No Pl genes, with Pl gene(s)

Maturity Predictor 3 Early, medium, late

Seed oil yield Target – –

Table 7.   Description of the second data subset.

Feature Feature type Levels Details

Seed yield (kg ha−1) Predictor 3 Low, medium, high

Locality (weather parameters) Predictor 4 SU, NS, KI, VŠ

Hybrid Predictor 1250 Hybrid type

Seed oil yield Target – –

Figure 9.   Target value (oil yield) distribution for the data from 2018 (a) first data subset (b) second data subset.
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Vector Regression (SVR) is an algorithm which follows the same idea, but for the regression. SVR is widely used 
to forecast crop yields35–37. One of the advantages of this method is that mathematical analysis is more straight-
forward because nonlinear problems related to the input space are expressed pairing them with linear problems 
of high-dimension feature space38.

K‑nearest neighbour
KNN is the supervised machine learning algorithm used for classification and regression. It has been used for 
predicting crop yield37,39. The algorithm manipulates the training data and classifies the new test data based on 
distance metrics. It finds a cluster of k samples that are nearest to unknown samples. From these k samples, the 
unknown samples are determined by calculating the average of the response variable. In KNN, k is the tuning 
parameter which plays a major role for an accurate prediction. The parameter of k is determined by running the 
model for values of k between 2 and 30 and finding the value which generates the highest R2. For the first data 

Figure 10.   Target value (oil yield) distribution for the data from 2019 (a) first data subset (b) second data 
subset.

Figure 11.   Pearson correlation coefficients of any two variables (a) 2018 (b) 2019.
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subsets the optimal k value was 12, and for the second data subset were 25, for both years. The algorithm could 
be considered beneficial in this study because it makes no assumptions about the data distribution.

Artificial neural network
ANN is a computational model which imitates the human brain. As an algorithm that can model complex rela-
tionships and patterns, the ANN is commonly applied to predict crop yield, often capturing subtle patterns that 
other algorithms may miss32,37,40. It has three types of layers: input layers, one or more hidden layers, and output 
layers. In this work, a feed-forward neural network with a backpropagation training algorithm is applied to find 
accurate crop yield. The number of input neurons differs based on feature sets which are obtained by using feature 
selection algorithms. The only tuning parameter of the algorithm is the number of hidden neurons which varies 
based on the number of input features. The optimizer that we used is Adam. For the first data subset from the 
2018, optimal number of epochs was 20 and the batch size was 20. For the same data subset but from the 2019, 
optimal number of epochs was 30 and the batch size was 10. For the second data subset, the optimal number 
of epochs was 30 and 50 and the batch size was 10 and 20 for years 2018 and 2019 respectively. The number of 
hidden neurons that was used was 5.

Random forest regression
Random forest is a supervised ensemble machine learning algorithm that is widely used in classification and 
regression problems. Being an ensemble algorithm means it contains multiple decision trees. For regression 
tasks, the algorithm returns the mean or average prediction of the individual trees. The number of trees and the 
number of features in each split are needed as the input of the algorithm. RFR has been used in several articles 
to predict the crop yield37,41,42. RFR is renowned for its high accuracy, ability to handle large data sets with 
higher dimensionality, and its ability to handle missing values. It’s also great for feature selection, as seen with 
the feature importance scores.

Model evaluations
For model evaluations, we used mean absolute error (MAE), mean squared error (MSE), root mean square error 
(RMSE) and coefficient of determination (R2).

The absolute difference of the predicted value with the actual value defines the MAE, which is a measure of 
errors between paired observations expressing the same phenomenon (Eq. 1).

The MSE is the squared difference of the observed values of a variable with its predicted values, divided by 
the number of values for this variable (Eq. 2). It assesses the quality of the predictor.

The RMSE is the square root of the MSE, indicating the standard deviation of the residuals (prediction errors) 
(Eq. 3).

The R2 is the proportion of the variance in the dependent variable which is explained by the linear regression 
model. The R2 will always be less than one (Eq. 4)

where, n—number of samples, y—actual oil yield value, ŷ—predicted value of oil yield, y—mean value of oil yield.
All analyses described here were performed using Python 3.6 (Python Software Foundation, Wilmington, 

DE, USA). For neural networks we used the Tensorflow framework (version 2.4.1) as backend and Keras (ver-
sion 2.4.3) as frontend. The most significant libraries used are Pandas, sci-kit learn, Numpy, and Matplotlib 
(Supplementary Information S1).

Data availability
The datasets generated and/or analysed during the current study are not publicly available due to ongoing 
research that might be compromised by public disclosure at this stage. However, they are available from the 
corresponding author on reasonable request.
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)2

n

(4)R2 = 1−

∑(
yi − ŷi

)2
∑(

yi − y
)2

http://www.fao-stat.org


12

Vol:.(1234567890)

Scientific Reports |        (2023) 13:17611  | https://doi.org/10.1038/s41598-023-44999-3

www.nature.com/scientificreports/

	 2.	 WAP. World Sunflower Production 2021/2022, http://​www.​world​agric​ultur​alpro​ducti​on.​com/​crops/​sunfl​ower.​aspx (2022).
	 3.	 Pal, U., Patra, R., Sahoo, N., Bakhara, C. & Panda, M. Effect of refining on quality and composition of sunflower oil. J. Food Sci. 

Technol. 52(7), 4613–4618. https://​doi.​org/​10.​1007/​s13197-​014-​1461-0 (2015).
	 4.	 Nawade, B. et al. High oleic peanut breeding: Achievements, perspectives, and prospects. Trends Food Sci. Technol. 78, 107–119. 

https://​doi.​org/​10.​1016/j.​tifs.​2018.​05.​022 (2018).
	 5.	 Khaki, S., Pham, H., Han, Y., Kent, W. & Wang, L. High-throughput image-based plant stand count estimation using convolutional 

neural networks. arXiv preprint arXiv:​2010.​12552. https://​doi.​org/​10.​1371/​journ​al.​pone.​02687​62 (2020).
	 6.	 Forleo, M. B., Palmieri, N., Suardi, A., Coaloa, D. & Pari, L. The eco-efficiency of rapeseed and sunflower cultivation in Italy: Joining 

environmental and economic assessment. J. Clean. Prod. 172, 3138–3153. https://​doi.​org/​10.​1016/j.​jclep​ro.​2017.​11.​094 (2018).
	 7.	 Kusmec, A. et al. Interdisciplinary strategies to enable data-driven plant breeding in a changing climate. One Earth 4(3), 372–383. 

https://​doi.​org/​10.​1016/j.​oneear.​2021.​02.​005 (2021).
	 8.	 Campbell, J. B. & Randolph, H. Wynne (Guilford Press, 2011).
	 9.	 Curran, P. J. Remote sensing in agriculture: An introductory review. J. Geogr. 86(4), 147–156. https://​doi.​org/​10.​1080/​00221​34870​

89791​66 (1987).
	10.	 Khalifani, S., Darvishzadeh, R., Azad, N. & Rahmani, R. S. Prediction of sunflower grain yield under normal and salinity stress by 

RBF, MLP and, CNN models. Ind. Crops Prod. 189, 115762. https://​doi.​org/​10.​1016/j.​indcr​op.​2022.​115762 (2022).
	11.	 Calin, A. D. & Coroiu, A. M. Analysis of preprocessing techniques for missing data in the prediction of sunflower yield in response 

to the effects of climate change. Appl. Sci. 13, 7415. https://​doi.​org/​10.​3390/​app13​137415 (2023).
	12.	 Malik, A. et al. Design and evaluation of a hybrid technique for detecting sunflower leaf disease using deep learning approach. J. 

Food Qual. 2022, 1–12 (2022).
	13.	 Ghosh, P. et al. Recognition of sunflower diseases using hybrid deep learning and its explainability with AI. Mathematics 11, 2241. 

https://​doi.​org/​10.​3390/​math1​11022​41 (2023).
	14.	 Çetin, N., Karaman, K., Beyzi, E., Sağlam, C. & Demirel, B. Comparative evaluation of some quality characteristics of sunflower 

oilseeds (Helianthus annuus L.) through machine learning classifiers. Food Anal. Methods 14(8), 1666–1681. https://​doi.​org/​10.​
1007/​s12161-​021-​02002-7 (2021).

	15.	 Lužaić, T. et al. Investigation of oxidative characteristics, fatty acid composition and bioactive compounds content in cold pressed 
oils of sunflower grown in Serbia and Argentina. Heliyon 9, e18201. https://​doi.​org/​10.​1016/j.​heliy​on.​2023.​e18201 (2023).

	16.	 Kurtulmuş, F. Identification of sunflower seeds with deep convolutional neural networks. J. Food Meas. Char. 15(2), 1024–1033. 
https://​doi.​org/​10.​1007/​s11694-​020-​00707-7 (2021).

	17.	 Amankulova, K., Farmonov, N., Mukhtorov, U. & Mucsi, L. Sunflower crop yield prediction by advanced statistical modeling 
using satellite-derived vegetation indices and crop phenology. Geocarto Int. 38, 1. https://​doi.​org/​10.​1080/​10106​049.​2023.​21975​
09 (2023).

	18.	 Gulzar, Y., Ünal, Z., Aktaş, H. & Mir, M. S. Harnessing the power of transfer learning in sunflower disease detection: A comparative 
study. Agriculture 13(8), 1479. https://​doi.​org/​10.​3390/​agric​ultur​e1308​1479 (2023).

	19.	 Dedić, B., Gvozdenac, S., Cvejić, S., Jocković, M., Radanović, A., Jocić, S. & Miladinović, D. Designing sunflower for biotic stress 
resilience: Everlasting challenge. In: Kole, C. (eds) Genomic Designing for Biotic Stress Resistant Oilseed Crops. Springer, Cham. 
https://​doi.​org/​10.​1007/​978-3-​030-​91035-8_3 (2022).

	20.	 Cvejić, S., Jocić, S., Mitrović, B., Bekavac, G., Mirosavljević, M., et al. Innovative Approaches in the Breeding of Climate-Resilient 
Crops. In: Benkeblia N. (ed) Climate Change and Agriculture: Perspectives, Sustainability and Resilience, pp.111–156 (John Wiley 
& Sons, Ltd., 2023).

	21.	 Camus, M. F., Alexander-Lawrie, B., Sharbrough, J. & Hurst, G. D. Inheritance through the cytoplasm. Heredity 1, 1–13. https://​
doi.​org/​10.​1038/​s41437-​022-​00540-2 (2022).

	22.	 Ćuk, N. et al. Introducing a cut-stem inoculation method for fast evaluation of sunflower resistance to Macrophomina phaseolina. 
Phytoparasitica 50(4), 775–788. https://​doi.​org/​10.​1007/​s12600-​022-​01015-0 (2022).

	23.	 Škorić, D. & Jocić, S. Achievements of sunflower breeding at the IFVC in Novi Sad. In Proc. 16th Intl. Sunflower Conf., Fargo, ND, 
USA, 29, pp. 441–448 (2004).

	24.	 Shah, P. et al. Artificial intelligence and machine learning in clinical development: a translational perspective. NPJ Digit. Med. 2(1), 
69 (2019).

	25.	 Morales, A. & Villalobos, F. J. Using machine learning for crop yield prediction in the past or the future. Front. Plant Sci. 14, 
1128388. https://​doi.​org/​10.​3389/​fpls.​2023.​11283​88 (2023).

	26.	 Pereyra-Irujo, G. A. & Aguirrez’abal, L. A. Sunflower yield and oil quality interactions and variability: Analysis through a simple 
simulation model. Agric. For. Meteorol. 143, 252–265. https://​doi.​org/​10.​1016/j.​agrfo​rmet.​2007.​01.​001 (2007).

	27.	 Andrianasolo, F. N. et al. Prediction of sunflower grain oil concentration as a function of variety, crop management and environ-
ment using statistical models. Eur. J. Agron. 54, 84–96. https://​doi.​org/​10.​1016/j.​eja.​2013.​12.​002 (2014).

	28.	 Mangin, B. et al. Genomic prediction of sunflower hybrids oil content. Front. Plant Sci. 8, 1633. https://​doi.​org/​10.​3389/​fpls.​2017.​
01633 (2017).

	29.	 Franzen, D. W. et al. Sunflower type influences yield prediction using active optical sensors. Agron. J. 111, 881–888. https://​doi.​
org/​10.​2134/​agron​j2018.​07.​0440 (2019).

	30.	 Miladinović, D., Hladni, N., Radanović, A., Jocić, S. & Cvejić, S. Sunflower and climate change: Possibilities of adaptation through 
breeding and genomic selection. In Kole, C (Ed), Genomic designing of climate-smart oilseed crops pp. 173–238 (Springer Interna-
tional Publishing, 2019). https://​doi.​org/​10.​1007/​978-3-​319-​93536-2.

	31.	 Khan, N. et al. Prediction of oil palm yield using machine learning in the perspective of fluctuating weather and soil moisture 
conditions: Evaluation of a generic workflow. Plants. 11(13), 1697. https://​doi.​org/​10.​3390/​plant​s1113​1697 (2022).

	32.	 Oikonomidis, A., Catal, C. & Kassahun, A. Hybrid deep learning-based models for crop yield prediction. Appl. Artif. Intell. 1, 1–18. 
https://​doi.​org/​10.​1080/​08839​514.​2022.​20318​23 (2022).

	33.	 RHMZ, www.​hidmet.​gov.​rs (2022).
	34.	 Sahoo, K., Samal, A. K., Pramanik, J. & Pani, S. K. Exploratory data analysis using Python. Int. J. Innov. Technol. Explor. Eng. (IJITEE) 

8(12), 1–8 (2019).
	35.	 Gu, Y. H., Yoo, S. J., Park, C. J., Kim, Y. H., Park, S. K., Kim, J. S. & Lim, J. H.BLITE-SVR: New forecasting model for late blight 

on potato using support-vector regression. Comput. Electron. Agric. 130, 169–176. https://​doi.​org/​10.​1016/j.​compag.​2016.​10.​005 
(2016).

	36.	 Su, Y. X., Xu, H. & Yan, L. J. Support vector machine-based open crop model (SBOCM): Case of rice production in China. Saudi 
J. Biol. Sci. 24(3), 537–547. https://​doi.​org/​10.​1016/j.​sjbs.​2017.​01.​024 (2017).

	37.	 Maya Gopal, P. S. & Bhargavi, R. Performance evaluation of best feature subsets for crop yield prediction using machine learning 
algorithms, Appl. Artif. Intell. 33(7), 621–642. https://​doi.​org/​10.​1080/​08839​514.​2019.​15923​43 (2019).

	38.	 Hearst, M. A., Dumais, S. T., Osuna, E., Platt, J. & Scholkopf, B. Support vector machines. IEEE Intell. Syst. Appl. 13(4), 18–28. 
https://​doi.​org/​10.​1109/​5254.​708428 (1998).

	39.	 Ahamed, A. M. S., Mahmood, N. T., Hossain, N., Kabir, M. T., Das, K., Rahman, F. & Rahman, R. M. Applying data mining 
techniques to predict annual yield of major crops and recommend planting different crops in different districts in Bangladesh. In 
2015 IEEE/ACIS 16th International Conference on Software Engineering, Artificial Intelligence, Networking and Parallel/Distributed 
Computing (SNPD), pp. 1–6 (2015).

http://www.worldagriculturalproduction.com/crops/sunflower.aspx
https://doi.org/10.1007/s13197-014-1461-0
https://doi.org/10.1016/j.tifs.2018.05.022
http://arxiv.org/abs/2010.12552
https://doi.org/10.1371/journal.pone.0268762
https://doi.org/10.1016/j.jclepro.2017.11.094
https://doi.org/10.1016/j.oneear.2021.02.005
https://doi.org/10.1080/00221348708979166
https://doi.org/10.1080/00221348708979166
https://doi.org/10.1016/j.indcrop.2022.115762
https://doi.org/10.3390/app13137415
https://doi.org/10.3390/math11102241
https://doi.org/10.1007/s12161-021-02002-7
https://doi.org/10.1007/s12161-021-02002-7
https://doi.org/10.1016/j.heliyon.2023.e18201
https://doi.org/10.1007/s11694-020-00707-7
https://doi.org/10.1080/10106049.2023.2197509
https://doi.org/10.1080/10106049.2023.2197509
https://doi.org/10.3390/agriculture13081479
https://doi.org/10.1007/978-3-030-91035-8_3
https://doi.org/10.1038/s41437-022-00540-2
https://doi.org/10.1038/s41437-022-00540-2
https://doi.org/10.1007/s12600-022-01015-0
https://doi.org/10.3389/fpls.2023.1128388
https://doi.org/10.1016/j.agrformet.2007.01.001
https://doi.org/10.1016/j.eja.2013.12.002
https://doi.org/10.3389/fpls.2017.01633
https://doi.org/10.3389/fpls.2017.01633
https://doi.org/10.2134/agronj2018.07.0440
https://doi.org/10.2134/agronj2018.07.0440
https://doi.org/10.1007/978-3-319-93536-2
https://doi.org/10.3390/plants11131697
https://doi.org/10.1080/08839514.2022.2031823
http://www.hidmet.gov.rs
https://doi.org/10.1016/j.compag.2016.10.005
https://doi.org/10.1016/j.sjbs.2017.01.024
https://doi.org/10.1080/08839514.2019.1592343
https://doi.org/10.1109/5254.708428


13

Vol.:(0123456789)

Scientific Reports |        (2023) 13:17611  | https://doi.org/10.1038/s41598-023-44999-3

www.nature.com/scientificreports/

	40.	 Akbar, A., Kuanar, A., Patnaik, J., Mishra, A. & Nayak, S. Application of artificial neural network modeling for optimization and 
prediction of essential oil yield in turmeric (Curcuma longa L). Comput. Electron. Agric. 148, 160–178. https://​doi.​org/​10.​1016/j.​
compag.​2018.​03.​002 (2018).

	41.	 Dharumarajan, S., Hegde, R. & Singh, S. K. Spatial prediction of major soil properties using Random Forest techniques-A case 
study in semi-arid tropics of South India. Geoderm. Region. 10, 154–162. https://​doi.​org/​10.​1016/j.​geodrs.​2017.​07.​005 (2017).

	42.	 Mathieu, A. & Aires, F. Assessment of the agro-climatic indices to improve crop yield forecasting Jordane. Agric. Forest Meteorol. 
1(15–30), 253–254. https://​doi.​org/​10.​1016/j.​agrfo​rmet.​2018.​01.​031 (2018).

Author contributions
All authors contributed to the study conception and design. Material preparation, field experiments and data 
collection were performed by M.J. and S.J. Mathematical analysis was performed by O.H., A.K. and K.D. The 
first draft of the manuscript was written by S.C. and O.H. and reviewed and edited by S.G. and D.M. All authors 
read and approved the final manuscript.

Funding
This work was supported by the Ministry of Education, Science and Technological Development of the Republic 
of Serbia, grant number 451–03-68/2022–14/200032; by the Science Fund of the Republic of Serbia through 
IDEAS project “Creating climate smart sunflower for future challenges” (SMARTSUN), grant number 7732457; 
by the European Commission through Twinning Western Balkans project CROPINNO, grant number 101059784; 
by Centre of Excellence for Innovations in Breeding of Climate-Resilient Crops—Climate Crops, Institute of 
Field and Vegetable Crops, Novi Sad, Serbia, and based upon work from COST Actions PlantEd (CA18111) and 
EPI-CATCH (CA19125), supported by COST (European Cooperation in Science and Technology). www.​cost.​eu.

Competing interests 
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https://​doi.​org/​
10.​1038/​s41598-​023-​44999-3.

Correspondence and requests for materials should be addressed to S.C.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access   This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

© The Author(s) 2023

https://doi.org/10.1016/j.compag.2018.03.002
https://doi.org/10.1016/j.compag.2018.03.002
https://doi.org/10.1016/j.geodrs.2017.07.005
https://doi.org/10.1016/j.agrformet.2018.01.031
http://www.cost.eu
https://doi.org/10.1038/s41598-023-44999-3
https://doi.org/10.1038/s41598-023-44999-3
www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	Oil yield prediction for sunflower hybrid selection using different machine learning algorithms
	Results and discussion
	Models’ performance
	Feature importance and statistical analysis
	The potential of machine learning

	Conclusions
	Materials and methods
	Plant material and trials
	Dataset
	Exploratory data analysis
	Algorithm description
	Support vector regression
	K-nearest neighbour
	Artificial neural network
	Random forest regression

	Model evaluations

	References


